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ABSTRACT [2] instead have been on the rise due to its high quality. A
drawback of this approach is that it is only able to synthe-

An efficient speech synthesis method that uses stbspace €%e what are stored in the database. The more variations to

straint in prosody is proposed. Conventional unit selection {hesize, the more wave forms need to be collected [3]. Au-

X n
:zetjhi(r)gZrfgrnn?zfsnr?ltjernst?eerec?fhvjae\?er?;rr]rth ?;O;egtg‘eiziizt%bajaer’i'?gr%atic generation of the concatinated units according to the
q y 9 ntext [4] is not always effective for non-categorical context

. . ; . C
ous emotional expressions with arbitrary texts. The proposegﬁch as emotion that varies.

method employs principal component analysis to reduce the . . . .
Poys p P P Y An isolated word spoken with a variety of emotions share

dimensionality of prosodic components, that also allows u? L .
- . he same linguistic conditions, so the speech samples should
to generatsew speech that are similar to training samples. e similar togeach other. Considering t?we central IFi)mit theo-

The subspace constraint assures that the prosody of the s fem in the observation suggests us modeling the speech dis-
thesized speech including FO, power, and speech length ho ribution by the set of mean and variance, that is the model

their correlative relation that training samples of emotionaf med in orincinal component analvsis (PCA). Past stud
speech have. We assume that the combination of the nurfi>>4me principal component analysis ( )- Past stud-

ber of syllables and the accent type determines the correlative> have used PCA malnly for representing the variation in
dynamics of prosody, for each of which we individually Con_speakers [5]. Representing speech samples by the subspace

struct the subspace. The subspace is then linearly related 8anned by the principal components has many benefits: the

emotions by multiple regression analysis that are obtained b mensionality of the variables in speech can be reduced be-

subjective evaluation for the training samples. Experimentzguse they are correlatedew speech that are similar to the

results demonstrated that only 4 dimensions were sufficie aning sarrlnsleiis E?n befgﬂe;nerart](ig, air;d :jhe subsE?cehccl);?:lrailpts
for representing the prosodic changes due to emotion at ov € speech variables ot the synthesized speech 1o ho €

90% of the total variance. Synthesized emotion were succesg(-)”e'at've dynamics.

fully recognized by the listeners of the synthesized speech, AN €fficient speech synthesis method that uses subspace
o » constraint in prosody is proposed. In order to focus on emo-

especially for “anger”, “surprise”, “disgust”, ‘sorrow”, “bore- = ;
dom”, “depression”, and “joy". tion among other contextual factors, we work on words iso-
latedly spoken by a single speaker. We assume that the com-
bination of the number of syllables and the accent type deter-
1. INTRODUCTION mines the correlative dynamics in prosody. Given emotion to

synthesize, the system generates the prosody pattern, and the
Text-to-speech technology has reached the state that to COjaveform using TD-PSOLA [6].

sider its human-competitive quality to be realized in the near

future [1]. The quality refers to rich expression with emotion

that also retains the speaker’s personality, voice quality, and 2. GENERATING PROSODY FROM EMOTION

naturalness. The application of such a technology ranges over

humanoid helper robots, live video conference, and friendlyThe proposed method assumes that the emotional content de-

human-machine interface. termines the prosody pattern of the speech. The prosody pat-
Past studies have worked on parametric models for syrtern is a high dimensional space whose components such as

thesis but they have been suffered from the synthetic qualitifFO and power correlate each other in conveying emotion. The

due to the limitation of the models. Unit selection methodsproposed method reduces the dimensionality and constructs

This study was performed through Special Coordination Funds of tht;[_he lOW-dlmenSIOHaI.SUbSpace that holds the ?Orr.elatlve rela-

Ministry of Education, Culture, Sports, Science and Technology of thellON between prosodic parameters at any location in the space.

Japanese Government. Assuming that the combination of the accent type and the




number of syllables determines the subspace, the training sam- ( Word )
ples contain a representative word for each combination that

. accent type

is spoken with a variety of emotions. . the number of syllables
2.1. Constructing the subspace of prosody patterns Target Eigenvector -

g p p yp selection Eigenvectors
Each training sample gives the prosody pattern, including the |
FO contour, the power contour, and the lengths of the sylla- Prosody @D
bles, denoted as;, = { fi1, fiz, -+, fiL, @i1y a2, -+, Gir, generation Regression

lity lig, -+ iin YT (i = 1,...,N, N: the number of train- coefficients

ing samplesL: speech length). In constructing the subspace,
the lengths of FO and power contours are both normalized to
Ly (proportional to the number of syllables), and the inten- | Consonants’ power
sities are so normalized as to have zero mean and unit vari-|___Sompensation
ance. PCA computes the eigenvecterswith corresponding
eigenvalues); (sorted as\; > A, 1), that span the subspace.
Denoting the mean prosody pattern of the training samples as
p, a prosody patterp is represented by

‘

Phoneme
waveforms

TD-PSOLA

Synthesized
speech

p=p-+ Z i Vj, (1) Fig. 1. The proposed speech synthesis system
j=1
wherec; is thej-th prosody parameter (the principal compo- 4. EXPERIMENTS

nent score). The number of eigenvectars,is so determined
as the cumulative contribution of the total variance exceeds e examined the subspaces constructed, the precision of the
preset threshold. regression coefficients, and the emotional speech synthesized.
Word utterances by one person were used for avoiding the ef-
fects of other contexts than emotion. For 20 combinations of
the number of syllables (up to 6) and the accent types possi-
An emotion vectoe = { ey, ey, -+, ex }* (K: the number  ple for each (Table 1), an actor tried to express 47 emotions
of emotions to synthesize) contains the degree of how mucfisted in Table 2 (940 samples in total). Speech data were dig-
each emotion is perceived from the synthesized speech. Mukally recorded at 16 kHz in 16-bit levels. FO was detected
tiple regression analysis estimates the coefficients that lirhy cepstrum analysis using 32ms Hamming window at every
early transform the specified emotion vector into the prosodgms. We empirically chosé, = 100n (n: the number of
parameters as syllables).

c=Re, (2)

whereR is a set of multiple regression coefficients. The prosofiyl. Evaluation of the subspaces constructed
pattern to be synthesized is obtained further using (1).

2.2. Predicting prosody parameters from emotion

Table 3 shows an example set of cumulative proportions of to-
tal variance for the extracted principal components. The result
3. SYNTHESIZING SPEECH USING SUBSPACE shows that the original 1005 dimensional space of prosody for
5 syllable speech can be represented only by 4 dimensions at
Fig. 1illustrates the schematic overview of the proposed syss2 69 of the total variance. A set of FO contours when the
tem. Given the word and the emotion vector to synthesize, thﬁrosody parameters andc, in (1) change from-3/X; to
system selects a set of eigenvectors correspondent with t@W and from—3/X to 3v/ X5, respectively, are shown in
combination of the number of syllables and the accent typgig. 2(a) and Fig. 2(b). Both FO and power wholly decreased
of the word. The system transforms the emotion vector intgnd the length got elongated @sincreased (aemphasizer
the prosody parameters using (2), and further into the prosodyhjle the head of FO contour and the tail of power contour
pattern to be synthesized using (1). The system compensaiggre lifted and the length got elongated @sincreased (a

the power of consonants within three classes including fricasieepener Other examples showed the same.
tive consonants such as /s/, plosive ones such as /t/, and voiced

ones such as /m/. This rule has empirically been determineq. : : .-

. : .2. Evaluation of the regression coefficient
Finally, TD-PSOLA synthesizes the speech from the prosody vaiuat gressi Iclents
pattern using phoneme database that are obtained from nel2 emotions that were found by cluster analysis to be approx-
tral speech. imately uncorrelated with each other (Table 4) were used in



Table 1. Words used for constructing the subspaces

# of syllables accent types representatives T
) HL o /nama/ o {///\X
LH o/D /nami/ 200 / \‘\\’\
, HLL k /midori/ g [ N "
LHL /naname/ o - RN
LHH 7 Inagame/ 100 ij;if"’;/':z\i\\ — - ?
HLLL “ooo  larawani/ . T P—
4 LHLL oo  /amamizu/ 3l
LHHL ¢ o /arayuru/ 0 time
LHHH 7° /omonaga/
HLLLL  “vooo /naniyorimo/ (a)e1 changes from-3v/A; to 3v/A1
LHLLL o ooo /amamizuwa/
5 LHHLL " "o /amanogawa/ o
LHHHL o~ /yawarageru/
LHHHH ¢ °°°  /amarimono/ T I~
HLLLLL o000 /emoiwarenu/ o | N
LHLLLL  ™ooo /omoumamani/ ¥ —— R
6 LHHLLL " %oo /amagaeruwa/ oM T ~S
LHHHLL %o /iwazumogana/ 100 // oo
LHHHHL &”°°% /oborozukiyo/ By, a2
LHHHHH &~°°°°  jwarawaremono/ ”
ot time
the subjective experiment. 20 subjects rated each one of 940 (b) > changes from-3/3> 10 3v/Xs

samples in seven steps as to how much these emotions were

relatively perceived to the neutral. The average across theig. 2. FO contours for different values of the prosody param-
subjects were computed after removing outliers to obtain theters.

emotion vectors.

Table 3 shows an example set of coefficients of determina- 5. CONCLUSION
tion. Up to the second principal component that cover about

80% of the total variance in prosody (Table 3), the coefficient\n efficient speech synthesis method that uses subspace con-
were larger than 0.8. Itindicates that emotion vectors can prestraint in prosody was proposed. The system transforms the
dict prosody patterns of emotional speech.. target emotion into prosody parameters using multiple regres-
sion equation, further into the prosody pattern using the eigen-
vectors of the subspace, and synthesize the wave form using
TD-PSOLA. PCA dramatically reduced the dimensionality
4.3. Evaluation of the synthesized speech and succeeded in modeling the correlative relation between
prosody components in conveying emotion. Experimental re-

Table 5 shows how well the synthesized speech were reco%ylts demonstrated that the intended emotions were perceived

nized to contain the synthesized emotion, with synthesizelom the synthesized speech, especially "anger”, "surprise”,
emotions as row labels and recognized emotions as columf{iS9ust’, ‘sorrow”, *boredom”, “depression”, and “joy". Fu-
labels. Testing speech samples included 20 words (10 usdyre work includes mcorporatlng voice quality in addition to
in training data and 10 otherwise) with 12 emotions to makér0sdy; compensating the duration of phonemes, and apply-
240 samples in total. 20 subjects rated them and . Diagdd the proposed framework to other context factors.

nal boxes indicate that the intended emotions were perceived

from the synthesized speech. The result shows that “anger”, 6. REFERENCES
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(c) /naname/, pitch contour, “dis-

(@) /imamade/, pitch contour, (b) /arawani/, pitch contour, “joy”,
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Fig. 3. An example of the synthesized FO pattern

Table 4. Emotions used in the subjective experiment
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neutral envy contempt  expectation e1 anger e; depression
anger irritated pleased happy e joy es funny
joy complaining cynical fond es surprise eg sorrow
disgust longing  uninterested  dislike eq disgust e boredom
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